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Data format

▷ problem instance features, algorithm
performance on instances, cost for feature
computation, status of runs, partitioning into
train/test

▷ ARFF format
▷ R package to read, process, convert
(https://github.com/berndbischl/
coseal-algsel-benchmark-repo)

▷ support for stochastic features and algorithms
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Benchmark library

▷ currently 13 data sets/scenarios
▷ SAT, CSP, QBF, ASP, MAXSAT, OR
▷ includes data used frequently in the literature
that you may want to evaluate your approach on

▷ more scenarios in the pipeline



Website

http://aslib.net

http://aslib.net


Overview of algorithm performance
▷ runstatus
▷ performance plots
▷ (cumulative) density plots
▷ scatter plot for pairs of algorithms
▷ algorithm performance correlation



Selector performance comparison

▷ (basic) classification, regression, clustering
selectors

▷ different machine learning techniques
▷ comparison to virtual best and single best



Points for discussion

▷ send us your data!
▷ tool support
▷ stochastic algorithm/feature runs
▷ Aslib/Aclib synergies
▷ integration with OpenML
▷ what to do with results?


